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Trade and Development
• Historically, Trade was a core topic in the field of Development

• Bauer, Hirschman, Lewis, Myrdal, Nurske, Prebisch, Rosenstein-Rodan…
• Modern pioneers: Anderson, Bardhan, Bhagwati, Chenery, Corden, Dixit, Harrison, Hertel, 

Levinsohn, Little, Krueger, Krugman, Martin, de Melo, Panagariya, Rodriguez-Clare, S. 
Robinson, Rodrik, Srinivansan, Tybout, Venables, Westphal, Winters, Wood, + many more

• Yet enduring controversies
• Ebb and flow of opinions about “export-oriented” vs “import-substitution” strategies
• Anti-globalization protests in Seattle (1999), etc.

• Last 30 years: empirical revolution – but themes often relatively macro/GE
• Major concern about SUTVA violations across units
• Use of “theory lite” to extrapolate from natural experiments (surveyed in Donaldson, 2022)



3 areas of rapid progress in past 20 years

1. Broadening of what we mean by “Trade”

2. Effects of Trade on aggregate income

3. Effects of Trade on inequality
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Broadening what we mean by “Trade”
Jedwab and Storeygard (2022) Porteus (2019)

• 42 countries
• 230 major grain 

markets with price data
• Direct road links

Highway, “improved”, 
and dirt roads (2010)



The vision of Bertil Ohlin
• Ohlin’s seminal 1933 book was titled Interregional and International Trade 
• (Henderson, Isard, Krugman, Rossi-Hansberg, Venables)

• Inter- and intra-national trade as one integrated whole
• Trade doesn’t stop or start at the border
• Strongest form of “globalization” may have taken place within countries – and may 

still not have happened much in parts of low-income countries

• New data sources have made this vision empirically possible
• Data on intra-national trade was almost non-existent 20 years ago

• VAT/GST microdata now in 10+ developing countries
• Growing access to payments microdata

• Explosion of other geo-coded data too



How open are sub-national economies?
Cunha, de Giorgi & 

Jayachandran (2019)
Burke, Bergquist & Miguel 

(2019)
Egger, Haushofer, Miguel, 
Niehaus & Walker (2022)

Figure A.2: Study area

^

^
^

^

^

^

^

^

^

^
^

^ ^

^

^

^

^

^

^

^

^
^

^

^

^^

^

^

^

^

^

^

^

^

^

^ ^

^

^

^

^

^

^ ^

^

^

^

^

^
^

^^

^

^

^

^

^

^

^

^
^

(

(

((

(

(

(

((

(
(

(

(

(

(

(

(

(
(

(

(

(
(

((

(

(

(

(

(

(

(

(

(

(

((

(

(

(

(

(

(

(

(

(

(

(

(

((

(

(
(

((

(
(

(
(

(

(

(((

( (

(

(

(

(

(

(
(

(
(

(
(

(

(

(

(( (

(

(

(

(
(

(

(

(

(

( (
(

(

(

((

(

(

((

(
(

(

((

( (

(
(

(

((
(

(
(

(
(

(

((

(
(

(
(

(

( (

(

(
(

(

(

(

(

(

(

(

(

(

(

(

(

(

(

(

(

( (

(

(

(

(

(
(

(

(

(

((

(

(
(

(
(

(
(

(

(

(
(

(

(

(
((

(
(

(

(
(

(

(

((((

(
(

( (

(

(

(

( (
(

(
(

(

(
(

(

(
(

(

(

( (

(

(

(
(

(

(

(
(

(

(

(

(

(

(

(
( ( ((

(

(
(

(

( ((

(

(

((
(
(

(
(

(
( (

(

( ( (
(

(
(

(

( (

(
( (

( (

(
(

(
(

(
(

(
(

(

(

(
(

(

(

(

(

(

(
( (

(

( (

(

(
(

(
(

(

(
(

(

(
(

(

(

(

(
(

(
(
(

(

(

((

(

(

(

(

(
(

(
( (((

(
(

(

(

!

!

!
!

!

!

!

!

!

!
!

!

!

!

!

!

!

!

!

!

!!

!

!

!

!

!

!

!

!

!

!!

!

!
!

!

!

!

!

!

!

!

!
!

!

!

!
!

!

!

!

!

!

!
!

! !
!!

!

! !

!

!

!

!

!

!

!

!

!

!
!

!

!

! !

!

!

! !

! !

!

!

!
!

!
!

!

!
!

!

!!

!
!

!

!

!!

!

!

!
!

!

!

!
!

!
!

!

!

!

!

!!

!
!

!

!!

!

!
!

!

!

!

!

!

!

!

!

!

!

!

!

!

!

!
!! !

!

!

!

!

!

! !

!!

!

!

!

!

!

!
!

!

!
!

!

!

!

!
!

!

!

!

!

!

!

!

!

!
!

!!

!

!

!
!

!

!
! !

!

!
!

!

!
!

!

!!

!
!

!

!
!

!
!

!

!
!

!
!

!

!
!

!

!
!

!

!

!

! ! !

!

!

!

!

!
!

!

!

!

!

!

!

!

!

!

!
! !

! !

!

!!
!

!

!
!

!

!

!
!
!

! ! ! !

!
!

!!

! ! !

!

! !
!
! !

!!

!
!

!

!
!

!

!

!!

!

!!
!

!

!!

!

!

!

!

!
!

!
!

!

!

!

!
!

!

! !

!

!
!

!!

!
!

!
! !

!

!
!!

!
!

!
!

!

!

!

!

! Treatment village
( Control village

^ Market

Town

Low saturation sublocation

High saturation sublocation 0 3 6 9 121.5
km

Notes: This figure plots study villages, sublocation boundaries, and weekly markets in the study area in Siaya County, Kenya.

Control villages are denoted by hollow circles, treatment villages are denoted by solid circles, and blue stars indicate the

locations of markets. High saturation sublocations are shaded in gray, while low saturation sublocations are those in white.

Town boundaries are shaded with diagonal lines.

A-3

Mexico W. Kenya W. Kenya

• Large local price effects of supply interventions (and smaller effects of cash transfers), 
especially in remote locations

• Burke et al (2019): effect is 83% of size expected in autarky



How large are intra-national trade costs?

• Method: relies on arbitrage argument, adjusted for effects of imperfect 
competition in each location (revealed by separate pass-through estimates)

• Finding: for average 500 km trip, trade cost in Ethiopia/Nigeria 5-12x higher 
than US for consumer goods in CPI

Atkin and Donaldson (2015)

<latexit sha1_base64="3Nh1vRs6C4kNM5lyyAGB3IAOjGQ=">AAACKXicbVDLSgMxFM34tr6qLt0Eq6CIZabgYyMU3bgRKrQqtKVkMrcampkMyR2xDPM7bvwVNwqKuvVHTNtZ+DoQcjjnXJJ7/FgKg6777oyNT0xOTc/MFubmFxaXissrF0YlmkODK6n0lc8MSBFBAwVKuIo1sNCXcOn3Tgb+5S1oI1RUx34M7ZBdR6IrOEMrdYrVjVonDTK6S+2tMnpEt1oId5jWNQuAniiD2bZ1bGQnd86Y7iVxrm50iiW37A5B/xIvJyWSo9YpPrcCxZMQIuSSGdP03BjbKdMouISs0EoMxIz32DU0LY1YCKadDjfN6KZVAtpV2p4I6VD9PpGy0Jh+6NtkyPDG/PYG4n9eM8HuYTsVUZwgRHz0UDeRFBUd1EYDoYGj7FvCuBb2r5TfMM042nILtgTv98p/yUWl7O2X984rpepxXscMWSPrZIt45IBUySmpkQbh5J48khfy6jw4T86b8zGKjjn5zCr5AefzCzNaphI=</latexit>

Pd � Po = (Trade Cost)od + (Markup)od

Ethiopia Nigeria United States



What are the effects of reducing trade costs?
Donaldson (2018) Faber (2014)

Moneke (2021) Balboni (2020) Morten and Oliveira (2024)

Appendix

Figures

Figure 1: China’s National Trunk Highway System

The figure shows Chinese county boundaries in 1999 in combination with the targeted city nodes and the completed
expressway routes of the National Trunk Highway System (NTHS) in the year 2007.
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Navigable Rivers River (dummy) is an indicator equal to one if the locality is crossed by at least one

of the twelve navigable rivers [Buzi, Chinde, Incomati, Limpopo, Lugenda, Lurio, Messalo, Pungwe,

Ruvuma, Save, Tembe, Zambezi]. Source: Mozambique’s Ministry of Transportation.

Panel A: Transportation Network 1973 Panel B: Transportation Network 2011

Panel C: Transportation Network 1973 Panel D: Transportation Network 2011

Figure A1: Evolution of the Transportation Network 1973 and 2011

Conflict. Civil war (dummy) equals one if at least one conflict event was recorded in the locality

during the civil war (1977-1992). Source: Domingues et al. (2011) and UCDP Georeferenced Event

Dataset (GED) https: // ucdp. uu. se/ downloads/

Distance Terms. We use the logarithm of the geodesic distance from each locality’s centroid to

Zambia, South Africa, Zimbabwe, Tanzania, Swaziland, and Malawi and also the closest neighboring

3

Figure A3: Large-scale Road Network Expansion (1999-2016)

N

400 km

Legend

Districts

Roads, Asphalt (2016)

Roads, Gravel (2016)

Figure A4: Large-scale Electricity Network Expansion (1990-2016)

asphalt, bitumen and gravel was available, whereas for 2016 asphalt/bitumen roads

are highlighted in red, whereas gravel roads are highlighted in blue.

Figure A4 documents how over the same period the electricity network doubled

from 95 to 191 major electric substations. Substations, highlighted as yellow points,

are crucial for electrification since they step down high voltages used in long-distance

transmission to low voltages used for local distribution networks. High voltage trans-

mission lines e�ciently conduct electricity over long distances between major sources

of generation (such as hydropower dams) and demand concentrations (such as cities).

Local low voltage distribution networks supply individual firms and households.

48

Tables and Figures

Figure 1: Road investments in Vietnam, 2000-2010

Road Upgrades 2000-2010

 1m sea level rise
 5 category upgrades
 4 category upgrades
 3 category upgrades
 2 category upgrades
 1 category upgrades

38

Chiovelli, Michalopoulos & Papaioannou (2020)

Appendix Figure 1: Evolution of Brazil’s federal highway system, 1940-2010

1940 1950 1960

1970 1980 1990

2000 2010

Notes: Figure is a map of the Brazilian road network. The map shows the non-radial highways in blue
and radial highways in pink. Consistent state boundaries appear in the background of the map. Source:
authors’ calculations based on maps obtained from the Brazilian Ministry of Transportation.
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• Trunk highways 
(1990s)

• Decrease p.c. 
GDP by 15% 
among peripheral 
counties

•Rail

• Increase in 
ag. GDP by 
18%

•Highway upgrades

• Increase GDP by 
2%, but built on 
floodplain

• Road paving

• Increase 
GDP, + more 
when mixed 
w. elec. grid 
expansion

•Landmine clearing

• Most of effect of 
clearing due to 
road connectivity, 
not “direct” effect

•Radial 
highways

• Increase 
“welfare” by 
3%, mostly due 
to trade rather 
than migration

Colonial India China

Vietnam Ethiopia

Mozambique

Brazil



More effects of reducing trade costs: rail networks
Bogart, You, Alvarez-Palau, Satchell & Shaw-

Taylor (2022)

Fajgelbaum & Redding (2022)

A.4.2 Additional Reduced-Form Empirical Results

In this section of the online appendix, we report additional empirical results for the reduced-form evidence in Section

4 of the paper. In Section A.4.2.1, we present further evidence on the large-scale changes in the spatial distribution

of economic activity within Argentina that occurred from 1869-1914, as considered in Section 4.1 of the paper. In

Subsection A.4.2.2, we present additional evidence on the gradient in economic activity with distance from world

markets, as considered in Subsection 4.2 of the paper. In Subsection A.4.2.3, we report further evidence on the impact

of the railroad network on the spatial distribution of economic activity within Argentina, as discussed in Subsection

4.3 of the paper.

A.4.2.1 Spatial Patterns of Economic Development

In Figure 2 in the paper, we display the evolution of population density across Argentinian districts in each of our

census years. In Figure A.5, we show that we �nd a similar pattern of results for urbanization, as measured by the

share of the population living in towns and cities. In 1869 (shown in panel (a)), high urban population shares were con-

centrated around the Spanish colonial towns towards the North-West and along the main navigable rivers. Between

each of the periods of 1869-95 and 1895-1914 (comparing panels (a) and (b)) and panels (b) and (c)), there is a general

increase in the urban population share, which again radiates further inland from Buenos Aires and its neighboring

ports. Therefore, we �nd that an increase in the overall level of economic activity (as re�ected in population density)

is accompanied by urbanization (a reallocation of economic activity from rural to urban areas). Additionally, with

the expansion of economic activity into more peripheral locations, some remote areas with low population densities

become dominated by few cities or towns, as re�ected in high urban population shares.

Figure A.5: Urban Population Share from 1869-1914

(a) 1869 (b) 1895 (c) 1914

Notes: Map of population density distribution in 1869; 1895 and 1914. Railroad network shown in green (darker lines); main navigable rivers (the
Paraná, Plate and Uruguay rivers) shown in blue (lighter lines); and customs (ports) shown by the red dots (solid circles).
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Donaldson and Hornbeck (2016)

D. Bogart, X. You, E.J. Alvarez-Palau et al. Journal of Urban Economics 128 (2022) 103390 

Fig. 2. The railway network in 1881. Source: You and Shaw-Taylor, 2018 . 
Summary statistics for the main variables in our analysis are shown 

in Table 2 . Statistics for first and second nature variables are in appendix 
A.4 Table A.4.1 . There are several features to note. Despite the total En- 
glish and Welsh population increase between 1851 and 1891, the aver- 
age difference in log 1891 and 1851 population was negative because 
most rural units were declining in population consistent with Table 1 . 
In the longer time-span, from 1821 to 1891, the total population change 
was positive and the unit average log difference was positive. The av- 
erage difference in the 1881 and 1851 share of male secondary occupa- 
tions was slightly negative, despite the national trend to slightly higher 
secondary shares. This suggests that, like population, secondary occu- 
pations became more concentrated. Turning to railways, station access 
increased and distance to nearest station fell with time. For example, 
10.7% of units had at least one station open in 1851, rising to 27.6% in 
1891. 

As a preview of our main result, a two-sided t -test shows that the 
difference in log 1891 and log 1851 population is 0.433 higher for units 
with a rail station open by 1851 versus all other units (p-value 0.00). 
Thus, units with stations in 1851 had 54% higher population by 1891 
than units without stations on average. The difference in the share of 
secondary employment increased by an additional 0.0081 for units with 
an 1851 rail station, and the share of agricultural employment decreased 
by additional 0.0316. However, endogeneity is clearly a concern in this 
setting. Our methodology will address this using instrumental variables. 
4. Methodology 

We employ the commonly used ‘changes-on-levels’ specification in 
urban economics. As explained by Duranton and Puga (2014) , it ana- 
lyzes infrastructure levels and their effects on future population changes 

6 

Lindgren, Petterson-Lidbom & Tyrefors 
(2021)

Hornung (2015) Hornung Railroads and Growth in Prussia 713

FIGURE 1. German–Prussian railroad network, 1848. Gray area depicts Prussian territory in 1848.
Hash lines indicate railroad routings in the German Reich. Tubes indicate the straight-line corridor
using a 1.5 km buffer. Hollow circles indicate cities that had a railroad station by 1848. Filled circles
indicate cities that did not have access by 1848. Source: Own illustration; see main text for details.

was expensive and orthogonality was required. Thus we allow the buffer to expand the
linear line by 1.5 kilometers in each direction.28

All cities within this corridor could potentially connect to the railroad due to the
fact that they were accidentally located on a linear line between major cities. The
instrument takes the value 1 for all observations within the corridor while all other
observation take the value 0. This means that all cities that had access to railroads,
despite not being located on a straight line, are taken as endogenous.29

Table 5 also reports estimates using the straight-line corridor location as an
instrument. Panel B shows first-stage results of the IV approach. The instrument SLC

28. We find that coefficients remain significant using corridors with a width of 2, 4, 6, 20, 30, or 40
kilometers. Although not significantly different from each other, point estimates decrease when increasing
the corridor width. Furthermore, increased corridor width will increase the power of the instrument. See
Online Appendix I for a graph that plots beta coefficients against corridor width. Note that a corridor width
of 40 km might already pick up cities from other corridors. This could explain the increased beta coefficient
as compared to the 30 km corridor width. Also, note that the average distance to the next nearby city is
10.8 km, and 17.4 km to the next nearby city with more than 3,000 inhabitants.

29. We also consider two alternative instruments in Online Appendix J. The first approach draws straight
lines between nodes selected in List’s railroad plan of 1833. The second approach connects nodes using a
least-cost path based on terrain slope and rivers. Results from IV estimations using these approaches are
presented in Online Appendix J, Table J.1, and are qualitatively similar to the SLC approach.

Bonfatti, Facchini, Tarasov, Tedeschi & 
Testa (2021)Figure 1. Railways Expansion in Italy, Pre- and Post-1879

Railway expansion under Baccarini Law (1879-1913)

Pre-1879 railways

Notes: Extent of the Italian railway network before 1879 and lines constructed between 1879 and 1913 under
the Baccarini Law. Authors’ elaborations based on the data by Ciccarelli and Groote (2017).

expected (Tajani 1944, pp. 94-95). As a result, only 1,491 km of new lines were completed by
1886, or about 22% of the total (see Appendix Table A.1). To speed up the constructions, the
government passed new laws in 1885-1888, setting aside additional funding and increasing the
role of the private sector.7 This led to an acceleration in the constructions between 1886-1890.
However by the early 1890s, the Italian State was in serious financial troubles, to the point
that it could not a�ord to run the 1891 census. Many blamed the railways for this situation
(Ferrucci 1898, p. 7).

In this paper, we study whether the railway constructions of this period were shaped

7The State outsourced 1,000 km of railway constructions (amongst which some of those in our sample) to
the three private companies which operated the Italian railways from 1885 onwards.

7

Bogart, You, Alvarez-Palau, Satchell & 
Shaw-Taylor (2022)

Prussia United States
Sweden

Italy
Argentina

England & Wales



Other effects of domestic market integration
Jensen (2007) 3598 THE AMERICAN ECONOMIC REVIEW DECEMBER 2018

95 percent of fishermen in all three regions sold their catch in their local market. This 
rate declines in Regions I and II to between 60 and 70 percent when they get mobile 
phones, but is largely unchanged in Region III, which never received coverage.31 
Column 1 of online Appendix Table 3 confirms that the decline in selling fish locally 
associated with the introduction of mobile phones is statistically significant.32

We argue that this greater search by fishermen in the fish market leads to greater 
learning and integration in the market for boats. We provide evidence for this by 
examining data from our fisherman survey, which asked individuals to estimate how 
long on average they believed the boats built by their local builder lasted. The  survey 

31 The share of fishermen who ever sell outside of their local market is much greater. About 90 percent of fish-
erman who own a cell phone report having sold in a  non-local market at least once in the past month (and about 
75 percent of fishermen own cell phones by the end of our survey). Even fishermen with cell phones may still end 
up selling in their local market regularly, either because their local price is the highest on a given day or because 
price differences are not sufficient to offset expected transportation costs. 

32 We estimate  SellLoca l v,t   =  α 0   +  α 1   Phon e b,t   +  ε v,t   , including region and round fixed effects. This specifica-
tion corresponds to the pooled treatment regressions in Jensen (2007) designed to identify the  reduced-form effects 
of phones on outcomes. We omit baseline builder quality and its interaction with phone as in the specification above 
because the predictions for fishing behavior should not depend on the quality of the builder in their village. 
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Figure 2. Mobile Phones and Fishermen’s Behavior and Information

Notes: The left-hand panels represent the fraction of fishermen in each round of our fishermen survey who report 
selling their catch in their local market. The central panels represent the average of the absolute value of the differ-
ence between our estimates of life expectancy for boats (based on “previous boat” estimates) and fishermen’s esti-
mates, measured in years. “Local builder” refers to a builder in the fisherman’s village, and “Non-local builder” is 
any other builder the fisherman is aware of. The right-hand panels represent the fraction of fishermen in each round 
of the landing canvas who report buying their boat from a local builder.

3598 THE AMERICAN ECONOMIC REVIEW DECEMBER 2018

95 percent of fishermen in all three regions sold their catch in their local market. This 
rate declines in Regions I and II to between 60 and 70 percent when they get mobile 
phones, but is largely unchanged in Region III, which never received coverage.31 
Column 1 of online Appendix Table 3 confirms that the decline in selling fish locally 
associated with the introduction of mobile phones is statistically significant.32

We argue that this greater search by fishermen in the fish market leads to greater 
learning and integration in the market for boats. We provide evidence for this by 
examining data from our fisherman survey, which asked individuals to estimate how 
long on average they believed the boats built by their local builder lasted. The  survey 

31 The share of fishermen who ever sell outside of their local market is much greater. About 90 percent of fish-
erman who own a cell phone report having sold in a  non-local market at least once in the past month (and about 
75 percent of fishermen own cell phones by the end of our survey). Even fishermen with cell phones may still end 
up selling in their local market regularly, either because their local price is the highest on a given day or because 
price differences are not sufficient to offset expected transportation costs. 

32 We estimate  SellLoca l v,t   =  α 0   +  α 1   Phon e b,t   +  ε v,t   , including region and round fixed effects. This specifica-
tion corresponds to the pooled treatment regressions in Jensen (2007) designed to identify the  reduced-form effects 
of phones on outcomes. We omit baseline builder quality and its interaction with phone as in the specification above 
because the predictions for fishing behavior should not depend on the quality of the builder in their village. 
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Figure 2. Mobile Phones and Fishermen’s Behavior and Information

Notes: The left-hand panels represent the fraction of fishermen in each round of our fishermen survey who report 
selling their catch in their local market. The central panels represent the average of the absolute value of the differ-
ence between our estimates of life expectancy for boats (based on “previous boat” estimates) and fishermen’s esti-
mates, measured in years. “Local builder” refers to a builder in the fisherman’s village, and “Non-local builder” is 
any other builder the fisherman is aware of. The right-hand panels represent the fraction of fishermen in each round 
of the landing canvas who report buying their boat from a local builder.
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when we also include the  pre-sample estimates of the number of firms. And notably, 
in Region III, which did not receive phones, the number of firms is very stable over 
the whole survey period. Overall, the figures indicate that there was no evidence of 
any major changes in the number of firms other than when and where mobile phones 
are present.

Panel B of Figure 3 provides additional evidence to support our proposed inter-
pretation by splitting the sample into firms above versus below the  region-specific 
median life expectancy at baseline, using the  previous-boat measure of life expec-
tancy. The two top panels reveal that the decline in the number of firms seen in panel 
B of Figure 3 was heavily concentrated among those below the median baseline 
life expectancy (within their region). Some  above-median firms do exit, and some 
 below-median firms continue to produce, but overall it is clear that the decline is 
largest among lower quality builders. And, the longer  pre-phone series available 
in Region II shows that prior to mobile phones, there was no evident differential 
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Figure 3. Mobile Phones and the Number of Firms

Notes: In the left-hand panels, the solid line is a count of the number of firms in each round obtained from our 
builder census. The dashed line is a “pre-sample” estimate of the number of firms, using the purchase dates and 
builder names from all boats observed in our canvas of landings. In the right-hand panels, the solid line is the num-
ber of firms with below-median life-span at baseline and the dotted lines with x-markers are the number of firms 
with above-median life-span at baseline.

Jensen and Miller (2018)

Gonzales, Ito & Reguant  (2023)

Figure 3: Impacts of Market Integration on Price Convergence

Panel A: Price difference between Antofagasta and Atacama (in USD/MWh)

Midnight (0:00-1:00) Noon (12:00-13:00)

Interconnection Reinforcement

-200

-150

-100

-50

0

50

100

2014m1 2016m1 2018m1 2020m1
Date

Antofagasta minus Atacama

Panel B: Price difference between Santiago and Atacama (in USD/MWh)
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Note: Panel A shows the price difference between Antofagasta and Atacama (the two end points of the interconnection), and Panel B shows the
price difference between Santiago and Atacama (the two end points of the reinforcement). For each week, we calculate the weekly averages of
hourly prices in each region. We then take the difference between these weekly averages and plot them over time. We use prices in Kapatur (a node
in Antofagasta region), Cardones (a node in Atacama region), and Polpaico (a node in Santiago region) to calculate the price differences. These are
the nodes nearest to each end point of the interconnection and reinforcement.
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Figure 3: Impacts of Market Integration on Price Convergence

Panel A: Price difference between Antofagasta and Atacama (in USD/MWh)
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Panel B: Price difference between Santiago and Atacama (in USD/MWh)
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Note: Panel A shows the price difference between Antofagasta and Atacama (the two end points of the interconnection), and Panel B shows the
price difference between Santiago and Atacama (the two end points of the reinforcement). For each week, we calculate the weekly averages of
hourly prices in each region. We then take the difference between these weekly averages and plot them over time. We use prices in Kapatur (a node
in Antofagasta region), Cardones (a node in Atacama region), and Polpaico (a node in Santiago region) to calculate the price differences. These are
the nodes nearest to each end point of the interconnection and reinforcement.

32

(elec.) P integration…
Figure 4: Impacts of Market Integration on Solar Expansion
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Note: This figure shows the cumulative installed capacity of solar plants, average hourly generation for each month, and node prices for these plants
at noon and midnight in Atacama (zone 2). We calculate the weighted average node prices in this figure using plant-level daily solar generation as
weight. As more solar enters around 2014-15, the node price at noon began to decline and reached near zero around 2016. Despite the near-zero
market price, solar entry continued, which suggests that this investment was considered to be profitable in the long run with the anticipation of
market integration in 2017 and 2019. The “announcement” line shows February 2014, when the Chilean government passed a law that approved
the construction of interconnection between SING and SIC. The actual contraction process started in August 2015.
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• Raises question of “who’s getting globalized?”
• Atkin & Donaldson (2015): remote locations pay more for (and get less access to) imports
• Cosar & Fajgelbaum (2016): coastal development in China as a result of trade

• Methodology of program evaluation
• Challenges: trade means that SUTVA violations are everywhere (and sometimes the whole point)
• Opportunities: In general class of trade models, “Market Access” measure (a la Redding and 

Venables, 2004) is correct proxy for treatment intensity (Donaldson & Hornbeck, 2016)

• “Demand constraints” on devpt. may be even worse than you think
• Demand and big push: e.g. Goldberg and Reed (2023)
• Market access constraints and low-quality equilib.: e.g. Bold, Ghisolfi, Nsonzi & Svensson (2022)
• Lack of competition: e.g. Bergquist & Dinerstein (2020), Beirne & Kirchberger (2023)

• Integration with other fields where intra-national spatial frictions are core
• Capital mobility (e.g. Bustos, Garber & Ponticelli, 2020)
• Labor mobility (see Migration session)
• Urban economics (survey in e.g. Bryan, Glaeser & Tsivanidis, 2020)
• Reflects work and vision summarized in Townsend’s 2012 Nobel symposium lecture

Some implications of large intra-national trade costs



3 areas of rapid progress in past 20 years

1. Broadening of what we mean by “Trade”

2. Effects of Trade on aggregate income

3. Effects of Trade on inequality



Effects of Trade on aggregate incomes
• 25 years ago, best answer was Frankel-Romer (1999) – but later 

criticized by e.g. Rodrik and Rodriguez (2000). Revisited by J. Feyrer…

Feyrer (2019) Feyrer (2021) Journal of Development Economics 153 (2021) 102708

10

J. Feyrer

Fig. 7. Log change in GDP per capita versus Suez Distance Shock.
Source: World Development Indicators, author’s calculations. GDP
change based on average for three periods, 1960–1966, 1970–1974,
1978–1984.

Fig. 8. Aggregate response of trade to Suez Distance Shocks. Dashed lines represent
plus or minus two standard errors.

4.4. Impulse response functions at the country level

The earlier impulse response functions were drawn for data at the
country pair level. The same exercise is possible for the aggregated
country level data. The advantage of this approach is that I can draw
the time path of the shocks on output as well as trade. The estimating
equation is

�ln(yit) = ↵ +
M…
k=0

�k�ln(Xi,t*k) + �t + ✏it (10)

where �ln(y)it is the change in log per capita income (or trade), M is
the number of lags, �t is a set of year dummies, and ✏ijt is an error
term. The key right hand side variable, ln(Xit), will take on the value
of trade or one of the instruments depending on the specification. The
impulse response function is generated by summing the �®s as described
in Eq. (5). All response functions are drawn with a surrounding band
of two standard errors.

Fig. 8 shows the impulse response function of country level trade
to the shock of closing Suez, where the shock is measured as the trade
weighted average of the increase in distance caused by the closing of
Suez described in Eq. (9). Fig. 9 shows the impulse response functions
of trade when the shock is separated into the opening and closing.

These response functions are roughly the same shape as the pair
level response functions in Figs. 3 and 4. This is unsurprising since they
are an aggregation of the bilateral data. The first stage results from
Table 5 show that the closure of the canal had a significant impact on
aggregate trade. Adjustment after the shock takes three to four years.

Identifying the effect on the shock on GDP is somewhat more
difficult as there are two levels of adjustment. First, the shock of closing
the canal moves trade with some lag. Trade may then move GDP with
its own lag structure.

SUEZ SHOCK Ÿ lag Ÿ TRADE Ÿ lag Ÿ GDP

Estimating reduced form impulse response functions of the static
instruments on GDP will generate the combination of these lag struc-
tures. Using the dynamic predictions for trade will isolate the second
lag structure. Using IV regressions to estimate the impulse response
function can also be used to isolate this second lag structure. The basic
idea is to estimate Eq. (10) using the trade predictions and lags as
instruments.

Fig. 10 shows nine impulse response functions. Each column repre-
sents a different instrument. The first is the simple shock as calculated
in Eq. (9). The second is the static predictions from the gravity estima-
tions. The third is the dynamic predictions from the disaggregated trade
impulse response functions. The three rows are first stage, reduced form
and IV responses to the instruments.

The first row is the impulse response of trade on each of the
instruments. This is essentially the first stage of the IV regressions.
The shock has a significant impact on trade with adjustment occurring
over three to four years. In all cases, the response is significantly away
from zero at the one percent level by the second year. The dynamic
instrument has a flatter curve, consistent with the instrument already
incorporating the dynamic response to the shock.

The second row is the reduced form effect of the instruments on
income per capita. For the first two columns the static instruments
will capture the combined lag structure of the Suez shock to trade
and trade to GDP. For the dynamic instrument the response function
represents just the lag structure from trade to GDP. Consistent with
this, the impulse response functions for the static instruments rise
later and are significantly away from zero only in the sixth year. The
response continues to rise in year six. The response from the dynamic
instrument captures only the lag from trade to GDP and rises faster and
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Table 4 shows the first-stage, reduced-form, and IV results from estimating the 
full panel in levels. The differences between the columns in Table 4 are driven by 
 differences in the construction of the instrument. Columns 3 and 4 use instruments 
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Figure 6. First Stage: Trade Growth 1960–1995 versus Instruments

Source: IMF Direction of Trade database; author’s calculations

• IV: suitability of location for air-based trade
• Elasticity of GDP p.c. to openness of 1.8-5.5

• IV: temporary closure of Suez Canal (1967-75)
• Elasticity of GDP p.c. to openness of 0.4-0.6



These effects are big
• In an undistorted economy, expect small aggregate gains from technological 

progress (here: in “shipping” sector)
• Hulten (1978) to first-order approximation (and no terms-of-trade effects)
• Arkolakis, Costinot & Rodriguez-Clare (2012): “ACR formula” exact for canonical gravity 

models

• Feyrer’s estimates seem much bigger than that
• 4-25x larger than “ACR” level (Donaldson, 2015)
• Adao, Costinot & Donaldson (2017) for non-gravity models: perhaps similar

• Intra-national analogs
• Donaldson (2018) on India: effect of openness is 2x larger than ACR
• Faber (2014) on China: apparent effect of openness is negative!



But what about distorted economies?
• Classic theme: Bhagwati, Dixit, Krueger, …. 

• Standard result (for SOE and if “L” is the only factor):

• So effect of trade could be big if this

• But why would openness happen to move L towards high                 activities?

(and set of “i” includes 
all goods/services in 

economy)

<latexit sha1_base64="mzgZk4qLWu9Ksx5lpRBDzQyueXk=">AAACPXicbVDLSsNAFJ34rPUVdelmsBVclaTgY1l040Khhb6gCWEynbRDJw9nJoUS8mNu/Ad37ty4UMStWydtwNp6YeBwzrn3zj1uxKiQhvGirayurW9sFraK2zu7e/v6wWFbhDHHpIVDFvKuiwRhNCAtSSUj3YgT5LuMdNzRTaZ3xoQLGgZNOYmI7aNBQD2KkVSUozfLsH1fv3MotMhDTMfQ8jjCiRUhLilisJP+4oZypYsGRc5ZskFp2dFLRsWYFlwGZg5KIK+6oz9b/RDHPgkkZkiInmlE0k6yoZiRtGjFgkQIj9CA9BQMkE+EnUyvT+GpYvrQC7l6gYRTdr4jQb4QE99VTh/JoVjUMvI/rRdL78pOaBDFkgR4tsiLGZQhzKKEfcoJlmyiAMKcqr9CPEQqHakCL6oQzMWTl0G7WjEvKueNaql2ncdRAMfgBJwBE1yCGrgFddACGDyCV/AOPrQn7U371L5m1hUt7zkCf0r7/gEjrq6h</latexit>

VMPLi ⌘ @W
@Qi

@Qi

@Li



What do we know about                                    ?
• My opinion: unfortunately, not a lot!

• Not surprising:
• Measuring each causal effect              is hard
• Measuring                    is harder
• Measuring                                               is even harder

• Tons of synergies with rest of micro-Development 
• Diagnosing market failures and measuring “VMPLs” is a core endeavor (e.g. “input 

drop” experiments like de Mel, McKenzie & Woodruff, 2009)
• Atkin & Khandelwal (2020) and Atkin & Donaldson (2022) sketch some of the 

possibilities



Technology adoption

Progress on understanding
Informality

• Expect higher taxes (i.e. higher 
VMPL) in formal activities. So if 
openness expands formal activities 
then Cov(.)>0

• e.g. McCaig & Pavcnik (2018), Dix-
Carneiro, Goldberg, Meghir & 
Ulyssea (2021)

• Cov(.)>0 when producers of 
underpriced knowledge expand

• Cross-country: e.g. Atkin, 
Khandelwal, & Osman (2017), 
Atkin, Costinot & Fukui (2022)

• Cross-industry: e.g. Faber & 
Gaubert (2019)

• Openness stretches the firm size 
distribution (Melitz, 2003). So

• Followers may learn from adopters 
(Rodrik & Hausmann, 2003)

• Tariff reduction can cause more 
(e.g. Bustos, 2011) or less (e.g. 
Juhasz, 2018) adoption

• And other “adoption-like” behavior: 
e.g. Verhoogen (2023) 

• Firm/agent may not even be 
privately optimizing

• “X-inefficiency”: e.g. Pavcnik 
(2002)

• Myopic teenagers: e.g. Atkin 
(2016)

• May have strong priors about VMPL 
being higher in some sectors

• e.g. goods that rich countries 
produce: Hausmann, Hwang & 
Rodrik (2007)

• e.g. heavy and chemical industries in 
South Korea: Lane (2023)

Knowledge spillovers Size-dependent distortions

Production “internalities” Some activities just “better”

• Market power: e.g. de Loecker, 
Goldberg, Khandelwal & Pavcnik 
(2016), Voigtlander & Garcia-Marin 
(2019), Felix (2022)

<latexit sha1_base64="rjciHhiQz1BW4ztUHSsNkY9MoVA=">AAACHHicbVDJSgNBFOxxjXGLevTSGIUIEmYUl5MEvXhQiGAWyITQ03mTNOlZ6H4jhiEf4sVf8eJBES8eBP/GTsxBowUPiqr36K7yYik02vanNTU9Mzs3n1nILi4tr6zm1tarOkoUhwqPZKTqHtMgRQgVFCihHitggSeh5vXOh37tFpQWUXiD/RiaAeuEwhecoZFauYNtV/g+dQOGXc9Lzwcuwh2m0e3AleBjoXpVvmyJPTOuEp0u7p7a261c3i7aI9C/xBmTPBmj3Mq9u+2IJwGEyCXTuuHYMTZTplBwCYOsm2iIGe+xDjQMDVkAupmOwg3ojlHa1I+UmRDpSP15kbJA637gmc1hCD3pDcX/vEaC/kkzFWGcIIT8+yE/kRQjOmyKtoUCjrJvCONKmL9S3mWKcTR9Zk0JzmTkv6S6X3SOiofX+/nS2biODNkkW6RAHHJMSuSClEmFcHJPHskzebEerCfr1Xr7Xp2yxjcb5Besjy/ccqE0</latexit>
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3 areas of rapid progress in past 20 years

1. Broadening of what we mean by “Trade”

2. Effects of Trade on aggregate income

3. Effects of Trade on inequality



Effects of Trade on Inequality

• Focus so far has been on “dW” of a hypothetical rep agent

• But for obvious reasons we care about effects on inequality (perhaps 
especially in places with little government redistribution or social 
protection)

• Classic topic (Heckscher-Ohlin, Stolper-Samuelson, etc.)

• Yet also long-standing puzzles (Goldberg and Pavcnik, 2007)



Trade and inequality: 4 mechanisms (+sign:     )
Import competition
• Home buyers 

substitute towards 
cheaper foreign goods 

• Reduces demand for 
Home factors who are 
“linked” to the import-
competing domestic 
goods

• e.g. Attanasio, Goldberg 
& Pavcnik (2004), 
Topalova (2010), Kovak 
(2013), Dix-Carneiro & 
Kovak (2017), …



Import competition effects: some surprises

• Certainly not the Heckscher-Ohlin model I was taught in 2004…
• Also: wider social effects of such regional incidence (e.g. crime)
• e.g. Dix-Carneiro, Soares & Ulyssea (2018), Dell, Feigenberg & Teshima (2019)

• Surveys in Muendler (2017) and Dix-Carneiro and Kovak (2023)
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these should be interpreted with care, as liberalization was still ongoing.26 The local 
earnings effects of liberalization appear just after liberalization and steadily grow 
for more than a decade, before leveling off in the late 2000s, a pattern that is very 
robust to details of the specification.27 Figure 3 also shows  pre-liberalization coeffi-
cients, in which the dependent variable is the change in regional earnings premium 
from 1986 to the year listed on the  x-axis, and the independent variable is  RT R r   . 
If anything, the relative earnings declines in regions facing larger tariff reductions 
represent a reversal of the  pre-liberalization trend. Recall that all  post-liberalization 
results control for  pre-liberalization trends, as shown in (3).

It is likely that the prices of local nontradable goods change in response to the 
regional shocks to the prices of traded goods (Kovak 2013; Monte 2016). If this 
is the case, the relative decline in nominal earnings in regions facing larger tariff 
reductions may be partly offset by declines in the local price index. To empirically 

26 However, the tariff cuts were almost fully implemented by 1993, so these early coefficients are still  informative 
regarding liberalization’s  short-run effects. When regressing  RT R r    on an alternate version measuring tariff changes 
from 1990 to 1993, the   R   2   is 0.93. 

27 See Section IIIB for a variety of robustness tests. Online Appendix B.5 shows the underlying scatter-plots, 
confirming our choice of linear estimating equation and showing that the results are not driven by outliers. Online 
Appendix B.6 shows that the same pattern appears when estimating formal earnings or formal hourly wages using 
Census data. 
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Figure 3. Regional log Formal Earnings Premia, 1987–2010

Notes: Each point reflects an individual regression coefficient,    θ ˆ   t   , following (3), where the dependent variable is 
the change in regional log formal earnings premium and the independent variable is the regional tariff reduction (  RTR r  ) , defined in (2). Note that   RTR r    always reflects tariff reductions from  1990 to 1995. For circles, the earnings 
changes are from 1991 to the year listed on the  x-axis. For diamonds, the changes are from 1986 to the year listed. 
All regressions include state fixed effects, and  post-liberalization regressions control for the  1986–1990 outcome 
 pretrend. Negative estimates imply larger earnings declines in regions facing larger tariff reductions. Vertical bars 
indicate that liberalization began in 1991 and was complete by 1995. Dashed lines show 95 percent confidence 
intervals. Standard errors adjusted for 112 mesoregion clusters.
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Trade and inequality: 4 mechanisms (+sign:     )
Import competition
• Home buyers 

substitute towards 
cheaper foreign goods 

• Reduces demand for 
Home factors who are 
“linked” to the import-
competing domestic 
goods

• e.g. Attanasio, Goldberg 
& Pavcnik (2004), 
Topalova (2010), Kovak 
(2013), Dix-Carneiro & 
Kovak (2017)

• Foreign buyers 
substitute toward 
cheaper Home goods

• Increases demand for 
Home factors who are 
“linked” to the newly 
export-oriented goods

• e.g. Verhoogen (2007), 
Demir, Fieler, Xu & Yang 
(2024) 

Export access Imported inputs Consumer prices
• Home firms use 

cheaper foreign inputs
• Increases demand for 

Home factors who are 
complements for those 
inputs

• Decreases demand for 
Home factors who are 
substitutes for them

• e.g. Burstein, Cravino & 
Vogel (2013), Fieler, 
Eslava & Xu (2018) 

• Home consumers enjoy 
increased purchasing 
power over avg. good

• When consumers have 
heterog. cons. mix (tastes, 
income, location), gains 
are borne unequally (+ 
losses possible for some)

• e.g. Porto (2006), Faber 
(2014), Atkin & 
Donaldson (2015), 
Fajgelbaum & Khandelwal 
(2016)

…plus, the “indirect” versions of above 4 “direct” effects

• Supply chain linkages: e.g. law firm rarely exports, but if main client is an exporter they are an “indirect exporter”
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Employer-employee matched data (social security)

5 administrative datasets from Ecuador:

Owner-firm matched data (ownership records)

Firm-to-firm sales data (VAT records)

Firm-to-(rep.) consumer sales data (corp. tax)

Firm-to/from-foreign (customs transactions)



Putting 3+ mechanisms together (earnings ineq.)
Adao, Carrillo, Costinot, Donaldson & Pomeranz (2022)

(We dream of Foster: 
Am. Econ. Rev, 1922….)



Putting 3+ mechanisms together (earnings ineq.)
Adao, Carrillo, Costinot, Donaldson & Pomeranz (2022)

Informality

Evasion

(See paper re: informality, and Carrillo, Donaldson, 
Pomeranz & Singhal (2023) re: evasion)



Putting 3+ mechanisms together (earnings ineq.)
Adao, Carrillo, Costinot, Donaldson & Pomeranz (2022)
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• We estimate that Trade here is relatively pro-rich, mostly because of 
imports, and mostly because of firms that benefit from imported inputs

Ecuador



3 areas of rapid progress in past 20 years

1. Broadening what we mean by “Trade”
• Intra-national as well as inter-national

2. Effects of Trade on aggregate income
• Seem large – achieved through reduced misallocation?

3. Effects of Trade on inequality
• Large spatial frictions can really change picture of incidence



Important omissions
• Other international channels (often tied with Trade):

• FDI, multinationals, global supply chains

• Trade and the environment, for developing country settings:
• Can intra- and inter-national trade smooth out environmental shocks?
• Trade as leakage (intra- and inter-nationally)
• Trade agreements as means to support climate agreements
• Border adjustment mechanisms, etc.

• Trade and wider social concerns: discrimination, human rights, fair trade

• Trade and political economy:
• Effects of openness on domestic institutions
• Is trade policy more susceptible to lobbying + corruption than other policy areas?

• Contracting frictions as barriers to international trade

See recent surveys: Goldberg and Pavcnik (2016), Atkin and Khandelwal (2020), Atkin and Donaldson (2022), VoxDevLit 
(2022)
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